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Multi-Agent Systems



Industry 4.0 refers to the transformation of industry through the intelligent

networking of machines and processes with the help of information and

communication technology.

Multi-agent systems (MASs) are the basis and enabler of Industry 4.0.

Multi-Agent Systems



Agent: DJI Phantom 

Unmanned Aerial 

Vehicle (UAV)

Agent: MQ9-Reaper
Agent: Gavia-Surveyor 

Autonomous Underwater 

Vehicle (AUV)

Agent: Pioneer 3-DX

An MAS is a system that consists of multiple autonomous agents

communicating with one another through a network medium so as to perform a

coordinated task or achieve a desirable collective behaviour.

Multi-Agent Systems



Smart 

Grids

p
ra

MAS

Industrial 

Manufacturing

Intelligent 

Transportation
Multi-UAVs

Multi-Agent Systems



MAS

Inter-Agent 

Communication

✓ Networked structure

✓ Local information 

exchange among 

neighbours

✓ Distributed

Coordinated 

Behaviour

✓ Consensus 

(Rendezvous)       

✓ Flocking

✓ Coverage control

✓ Containment control

✓ Formation control 

Advantages

✓ Achieving 

complicated and 

dangerous missions

✓ High efficiency

✓ Reliability, 

Scalability, 

Robustness

Multi-Agent Systems



Communication and Coordinated Control in MASs

Communication Networks

Unit control Coordinated control

A typical MAS 

Multi-Agent Systems

Centralized 

control

Distributed 

control

➢ Large number

➢ Spatially 

distributed

➢ Communication 

and computation 

burden



Challenging Issues

A typical MAS 

Multi-Agent Systems 

How to design a suitable control 

scheme which can achieve these 

two objectives simultaneously?

✓ Achieving satisfactory 

control performance 

✓ Making efficient use of 

communication and 

computation resources.

Communic

ation  

Objective

Control

Objective

Communication and control design 

There is a tradeoff between these two objectives

Distributed event-triggered

coordinated control scheme

Solution 
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Event-Triggered Communication



Timer/Clock

SamplerSensor 

Event
Generator

Store SamplerSensor

Controller/
Filter

Controller/
Filter 

Time-triggered 
sampling

Event-triggered 
sampling

A networked control system ➢ When to sample?

➢ When to transmit?

Event-Triggered Communication



➢ Sample only when an event occurs, 

e.g., a threshold is violated

➢ Dynamic and intelligent sampling

➢ Resource-efficient

➢ Periodical sampling instants 

➢ Irrespective of real-time network 

resource utilization and dynamic system 

evolution

➢ Resource-wasteful (e.g., little fluctuation 

at points: a, b, c)

Time-Triggered Sampling Event-Triggered Sampling

Time-Triggered Sampling VS Event-Triggered Sampling

Event-Triggered Communication



✓ Event-triggered  

sampling/communication module

✓ Control module

✓ Presetting or embedding an event-

triggering condition (ETC)

✓ Collecting all measurements;

✓ Making a decision;

✓ Generating an execution signal.

Event-triggered coordinated control for MASs Event-Triggered Control Scheme

Event Detector

Event-Triggered Communication



Event-Triggered Communication

Key issues for 
event-triggered 

control design in 
MASs

Control Protocol

Event Condition Inter-event time

✓ Based on different ETCs 

✓ Co-design control gains 

and event parameters

✓ Centralized

✓ Decentralized

✓ Distributed

Avoiding Zeno Behavior: 

the lower bound of inter-

event time is strictly 

greater than zero



Event-Triggered Communication

MAS VS Single-Agent System

✓ Strong information coupling in 

distributed control protocol

✓ High complexity in designing 

distributed ETCs

✓ Complicated analysis on excluding 

Zeno behavior

Difficulties

It is more complicated and challenging to design event-triggered control scheme for  MASs
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Distributed Event-Triggered Consensus



Event-triggered coordinated control for MASs Agents’ dynamics and control protocol

Distributed Event-Triggered Consensus

Communication topology

✓ Directed or undirected 

✓ Fixed or time-varying

Consensus issues

Consensus objective 



Consensus Objective 

Event-triggered coordinated control for MASs Agents’ dynamics and control protocol

Distributed Event-Triggered Consensus

Communication topology

✓ Directed or undirected 

✓ Fixed or time-varying

How to design a distributed

event-triggered scheme in this

consensus framework

Consensus issues



Event-Based Sampling Schemes

Model-Based Event-Triggered Schemes

Sampled-Data-Based Event-Triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-Triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



Event-Based Sampling Schemes

Model-Based Event-Triggered Schemes

Sampled-Data-Based Event-Triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-Triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



The event-triggered consensus scheme

was proposed in [D. Dimarogonas, IEEE TAC,

57(5), pp. 1291-1297, 2012.]

Distributed Event-Triggered Consensus

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

D. Dimarogonas, E. Frazzoli, and K. Johansson, “Distributed

event-triggered control for multi-agent systems,” IEEE

Trans. Autom. Control, vol. 57, no. 5, pp. 1291-1297, 2012.



The event-triggered consensus scheme

was proposed in [D. Dimarogonas, IEEE TAC,

57(5), pp. 1291-1297, 2012.]

Distributed Event-Triggered Consensus

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

D. Dimarogonas, E. Frazzoli, and K. Johansson, “Distributed

event-triggered control for multi-agent systems,” IEEE

Trans. Autom. Control, vol. 57, no. 5, pp. 1291-1297, 2012.

Depending on its 

neighbors’ event instants



The event-triggered consensus scheme

was proposed in [D. Dimarogonas, IEEE TAC,

57(5), pp. 1291-1297, 2012.]

Distributed Event-Triggered Consensus

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

D. Dimarogonas, E. Frazzoli, and K. Johansson, “Distributed

event-triggered control for multi-agent systems,” IEEE

Trans. Autom. Control, vol. 57, no. 5, pp. 1291-1297, 2012.

The threshold function 

requires continuous  

communication 



The event-triggered consensus scheme

was proposed in [D. Dimarogonas, IEEE TAC,

57(5), pp. 1291-1297, 2012.]

Distributed Event-Triggered Consensus

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

D. Dimarogonas, E. Frazzoli, and K. Johansson, “Distributed

event-triggered control for multi-agent systems,” IEEE

Trans. Autom. Control, vol. 57, no. 5, pp. 1291-1297, 2012.

Requiring that 𝑒𝑖(t)→ 0 as 

𝑧𝑖(t)→ 0, otherwise, Zeno 

behaviour will happen



Distributed Event-Triggered Consensus

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol: [D. Dimarogonas, IEEE TAC, 

57(5), pp. 1291-1297, 2012.]

ETC:

Limitation 1 Limitation 2 Limitation 3

High frequency 

of control 

updates

Requirement 

on continuous 

communication

Restriction on 

system 

dynamics

Limitations 



Distributed Event-Triggered Consensus

Limitation 1

High frequency 

of control 

updates

To overcome these limitations

The control 

updates happen 

only at its own 

event instants

Solution 1

Event-Based Sampling Schemes

Agents’  dynamics

✓ Y. Fan, G. Feng, Y. Wang, and C. Song,

“Distributed event-triggered control of

multi-agent systems with combinational

measurements,” Automatica, vol. 49, no. 2,

pp. 671–675, 2013.

✓ W. Zhu, Z.-P. Jiang, and G. Feng, “Event-

based consensus of multi-agent systems

with general linear models,” Automatica,

vol. 50, no. 2, pp. 552–558, 2014

✓ W. Zhu and Z.-P. Jiang, “Event-based

leader-following consensus of multi-agent

systems with input time delay,” IEEE

Trans. Autom. Control, vol. 60, no. 5, pp.

1362–1367, May 2015.



Distributed Event-Triggered Consensus

Solution 1 to avoiding high 

frequency of  control updates

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

Y. Fan, G. Feng, Y. Wang, and C. Song, “Distributed event-

triggered control of multi-agent systems with combinational

measurements,” Automatica, vol. 49, no. 2, pp. 671–675, 2013.



Distributed Event-Triggered Consensus

Limitation 1 Limitation 2

High frequency 

of control 

updates

Requirement 

on continuous 

communication

To overcome these limitations

The control 

updates happen 

only at its own 

event instants

Solution 1

✓ Threshold uses 

the triggered  

signals;

✓ State-independent 

threshold;

Solution 2

Event-Based Sampling Schemes

Agents’  dynamics

✓ C. Nowzari and J. Cortés, “Distributed event-triggered

coordination for average consensus on weight-balanced

digraphs,” Automatica, vol. 68, pp. 237–244, Jun. 2016.

✓ S. S. Kia, J. Cortés, and S. Martínez, “Distributed event-

triggered communication for dynamic average consensus in

networked systems,” Automatica, vol. 59, pp. 112–119,

Sep. 2015.

✓ H. Yu and P. J. Antsaklis, “Output synchronization of

networked passive systems with event-driven

communication,” IEEE Trans. Autom. Control, vol. 59, no.

3, pp. 750–756, Mar. 2014.

✓ G. S. Seyboth, D. V. Dimarogonas, and K. H. Johansson,

“Event-based broadcasting for multi-agent average

consensus,” Automatica, vol. 49, no. 1, pp. 245–252, 2013.



Distributed Event-Triggered Consensus

Solution 2 to avoiding continuous 

communication

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

C. Nowzari and J. Cortés, “Distributed event-triggered

coordination for average consensus on weight-balanced digraphs,”

Automatica, vol. 68, pp. 237–244, Jun. 2016.



Distributed Event-Triggered Consensus

Solution 2 to avoiding continuous 

communication

Event-Based Sampling Schemes

Agents’  dynamics

Control protocol:

ETC:

G. S. Seyboth, D. V. Dimarogonas, and K. H. Johansson, “Event-

based broadcasting for multi-agent average consensus,”

Automatica, vol. 49, no. 1, pp. 245–252, 2013.



Distributed Event-Triggered Consensus

Limitation 1 Limitation 2 Limitation 3

High frequency 

of control 

updates

Requirement 

on continuous 

communication

Restriction on 

system 

dynamics

To overcome these limitations

The control 

updates happen 

only at its own 

event instants

Solution 1

✓ Threshold uses 

the triggered  

signals;

✓ State-independent 

threshold;

Solution 2 Solution 3

Event-Based Sampling Schemes

Agents’  dynamics

Model-based 

event-triggered 

control schemes

✓ E. Garcia, Y. Cao, and D. W. Casbeer,

“Decentralized event-triggered consensus

with general linear dynamics,” Automatica,

vol. 50, no. 10, pp. 2633–2640, 2014.

✓ D. Yang, W. Ren, X. Liu, and W. Chen,

“Decentralized event-triggered consensus

for linear multi-agent systems under general

directed graphs,” Automatica, vol. 69, pp.

242–249, Jul. 2016.

✓ T.-H. Cheng, Z. Kan, J. R. Klotz, J. M.

Shea, and W. E. Dixon, “Event triggered

control of multiagent systems for fixed and

time-varying network topologies,” IEEE

Trans. Autom. Control, vol. 62, no. 10, pp.

5365–5371, Oct. 2017.



Distributed Event-Triggered Consensus

Limitation 1 Limitation 2 Limitation 3

High frequency 

of control 

updates

Requirement 

on continuous 

communication

Restriction on 

system 

dynamics

To overcome these limitations

The control 

updates happen 

only at its own 

event instants

Solution 1

✓ Threshold uses 

the triggered  

signals;

✓ State-independent 

threshold;

Solution 2 Solution 3

Event-Based Sampling Schemes

Agents’  dynamics

Model-based 

event-triggered 

control schemes

It should be emphasized that there are 

no any schemes which can overcome 

all three limitations



Event-Based Sampling Schemes

Model-Based Event-Triggered Schemes

Sampled-Data-Based Event-Triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-Triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



Distributed Event-Triggered Consensus

Model-Based Event-triggered Schemes

Agents’  dynamics

✓ To predict its own  and neighbors’ states 

based on the received information at last 

triggered instants

✓ The ETC is based on its estimation error

Function of estimators

➢ Open-loop estimation approach

[Garcia et al. (2014)], [Yang et al. (2014)]

➢ Closed-loop estimation approach

[D. Liuzza et al. (2016)] 

Estimation approach



Distributed Event-Triggered Consensus

Model-Based Event-triggered Schemes

Agents’  dynamics

Control protocol:

ETC:

Open-loop estimation approach

Estimator:

D. Yang, W. Ren, X. Liu, and W. Chen, “Decentralized event-

triggered consensus for linear multi-agent systems under general

directed graphs,” Automatica, vol. 69, pp. 242–249, Jul. 2016.



Distributed Event-Triggered Consensus

Model-Based Event-triggered Schemes

Agents’  dynamics

Control protocol:

ETC:

Closed-loop estimation approach

Estimator:

D. Yang, W. Ren, X. Liu, and W. Chen, “Decentralized event-

triggered consensus for linear multi-agent systems under general

directed graphs,” Automatica, vol. 69, pp. 242–249, Jul. 2016.



Distributed Event-Triggered Consensus

Model-Based Event-triggered Schemes

Agents’  dynamics

✓ Continuous communication is 

no longer needed;

✓ System dynamics is not limited.

Advantages

✓ Costs and complexity are 

increasing due to the deployment 

of estimators;

✓ The system dynamics matrix 

should be known a prior.

Disadvantages

VS



Event-Based Sampling Schemes

Model-Based Event-Triggered Schemes

Sampled-Data-Based Event-triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-Triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



Distributed Event-Triggered Consensus

Sampled-Data-Based Event-triggered Schemes

Agents’  dynamics

✓ The event detection is only carried out

at each sampling instants;

✓ The ETC is based on its sampled-data

error.

Key characteristics

Control protocol:

ETC:

G. Guo, L. Ding, and Q.-L. Han, “A distributed event-triggered

transmission strategy for sampled-data consensus of multi-agent

systems,” Automatica, 50(5), pp. 1489-1496, 2014.



Distributed Event-Triggered Consensus

Sampled-Data-Based Event-triggered Schemes

Agents’  dynamics

G. Guo, L. Ding, and Q.-L. Han, “A distributed event-triggered

transmission strategy for sampled-data consensus of multi-agent

systems,” Automatica, 50(5), pp. 1489-1496, 2014.

Transmission rate on time interval [0, Th]:

If transmitted successfully

Otherwise

The co-design issue comes to designing 

the event parameters and the controller 

gain K simultaneously 

min 𝐽 − 𝐽∗

A codesign algorithm



Distributed Event-Triggered Consensus

Sampled-Data-Based Event-triggered Schemes

Agents’  dynamics

✓ Continuous monitoring and 

computation are no longer needed;

✓ Zeno behavior is naturally excluded.

Advantages

✓ The sampling period is required to 

be identical for all agents;

✓ It inherits the shortcoming of 

sampled-data systems, such as 

some useful states may be ignored.

Disadvantages

VS



Event-Based Sampling Schemes

Model-Based Event-Triggered Schemes

Sampled-Data-Based Event-Triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-Triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



Distributed Event-Triggered Consensus

Self-triggered Schemes

Agents’  dynamics

The next sampling instant is predicted

based on the last triggered data and the

knowledge of plant dynamics.

Control Protocol:

Update instants:

D. Dimarogonas, E. Frazzoli, and K. Johansson, “Distributed

event-triggered control for multi-agent systems,” IEEE

Trans. Autom. Control, vol. 57, no. 5, pp. 1291-1297, 2012.



Distributed Event-Triggered Consensus

Self-triggered Schemes

Agents’  dynamics

✓ Avoiding continuous event 

monitoring and computation.

Advantages

✓ Over-approximation by individual 

agent on the state of environment 

and the network;

✓ More conservative than the event-

triggered schemes.

Disadvantages

VS



Event-Based Sampling Schemes

Model-Based Event-triggered Schemes

Sampled-Data-Based Event-triggered Schemes

Self-Triggered Sampling Schemes

Others Schemes

Event-triggered 
Schemes

L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent advances in event-triggered consensus of multi-agent

systems,” IEEE Transactions on Cybernetics, vol.48, no.4, pp. 1110-1123, 2018.

Distributed Event-Triggered Consensus



Distributed Event-Triggered Consensus

Adaptive Event-

Triggered Schemes

Event parameters can 

be adjusted based on 

the changes of system 

dynamics.

Dynamic Event-

Triggered Schemes

Threshold function is 

dynamically adjusted 

based on the changes 

of system dynamics.

Team-Triggered 

Schemes

Some other types of event-triggered schemes

Combing both event-

and self-triggered 

schemes.

X. Yin, etc., Int. J. Control,

89(4), 653-667, 2016.

X. Ge, etc., IEEE Trans.

Ind. Electron., 64(10)

8118-8127, 2017.

X. Ge, etc., IEEE Trans.

Syst., Man, and Cybern.

Syst., 50(9), 3112-3124,

2020.

C. Nowzari, etc., IEEE

Trans. Autom. Control,

61(1), 34-47, 2016.
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Practical Example in Microgrids



A huge revolution of power grids

➢ Centralized and distributed generation

➢ Two-way power flow

➢ Flexibility in demand

➢ Centralized power generation

➢ One-way power flow

➢ Few customer options

Traditional grids Smart grids

VS

Practical Example in Microgrids



Municipal  

Customers

Commercial

Customers

Residential 

Customers

Community

Customers

Industry 

Customers

0

1 2 22
23

24

28272625

45

3
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19 18
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13 14

15 16 17 32 31 30

29

S

67

21

8

Distribution transformer

Load transformer
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DG DG
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DGDG

Feeder

Distribution generatorDG

Energy Storage EV Storage

Local 

Generator

Residential 

Renewable

Wind 

Farms

Solar 

Farms

PMU

Smart 

Meter

(AMI)

Practical Example in Microgrids



Characteristics:

➢ Low-voltage distribution networks

➢ Grid-connected & islanded

Various applications: Hospitals, campuses and isolated communities

Fundamental control issues:

➢ Frequency synchronization

➢ Power sharing

➢ Voltage regulation

➢ Economic dispatch

Microgrid

Practical Example in Microgrids



Cyber layer:

Agents exchange 

information via a 

communication 

network

Physical layer:

Units in MGs are 

connected by 

transmission lines 

Cyber-Physical System (CPS)

The communication topology

can be different from the

physical topology

Practical Example in Microgrids



Hierarchical Control  Framework of Microgrids

Primary Control

• To maintain voltage and frequency 

stability, and power sharing

• Decentralized

Secondary Control
• To compensate the deviation of 

frequency and voltage

• Centralized, decentralized & distributed

Tertiary Control

• To manage and optimize power 

dispatch 

• Centralized & distributed

T
im

e 
sc

a
le

Faster

SlowerMicrogrid

Practical Example in Microgrids



➢ Each DG can be regarded as an agent 

which can communicate with neighbors

➢ Primary Control:  power sharing and 

frequency/voltage stability;

➢ Secondary Control: regulate the 

frequency and voltage to reference values

L. Ding, Q.-L. Han, and X.-M. Zhang, “Distributed secondary control for active power sharing and frequency regulation in islanded microgrids using an

event-triggered communication mechanism,” IEEE Transactions on Industrial Informatics, vol.15, no.7, pp. 3910-3922, 2019.

Distributed event-triggered secondary control in AC microgrids

Practical Example in Microgrids



Distributed event-triggered secondary control in AC microgrids

Practical Example in Microgrids

L. Ding, Q.-L. Han, and X.-M. Zhang, “Distributed secondary control for active power sharing and frequency regulation in islanded microgrids using an

event-triggered communication mechanism,” IEEE Transactions on Industrial Informatics, vol.15, no.7, pp. 3910-3922, 2019.

𝑤𝑖 = 𝑤𝑛𝑖 −𝑚𝑖𝑃𝑖

𝑉𝑖 = 𝑉𝑛𝑖 − 𝑛𝑖𝑄𝑖

Hierarchical control of DG i

Primary Control

𝑤𝑖: the output frequency;

𝑉𝑖:  the magnitude of output voltage;

𝑤𝑛𝑖: the nominal set point of frequency;

𝑉𝑛𝑖: the nominal set point of voltage magnitude;

𝑃𝑖: the active power output;

𝑄𝑖; the reactive power output;

𝑚𝑖: the frequency droop control coefficient;

n𝑖: the voltage droop control coefficient.



Distributed event-triggered secondary control in AC microgrids

Practical Example in Microgrids

L. Ding, Q.-L. Han, and X.-M. Zhang, “Distributed secondary control for active power sharing and frequency regulation in islanded microgrids using an

event-triggered communication mechanism,” IEEE Transactions on Industrial Informatics, vol.15, no.7, pp. 3910-3922, 2019.

Hierarchical control of DG i

Secondary Control

ሶ𝑤𝑖 = ሶ𝑤𝑛𝑖 −𝑚𝑖
ሶ𝑃𝑖 = 𝑢𝑖

𝑤

where 𝑢𝑖
𝑤 is the auxiliary control input of 𝑤𝑖. 

Then, the nominal set point is determined by 

𝑤𝑛𝑖 = න(𝑢𝑖
𝑤+𝑚𝑖

ሶ𝑃𝑖) 𝑑𝑠

Taking derivative of 𝑤𝑖 yields

𝑤𝑖 = 𝑤𝑛𝑖 −𝑚𝑖𝑃𝑖

𝑉𝑖 = 𝑉𝑛𝑖 − 𝑛𝑖𝑄𝑖



Practical Example in Microgrids

L. Ding, Q.-L. Han, and X.-M. Zhang, “Distributed secondary control for active power sharing and frequency regulation in islanded microgrids using an

event-triggered communication mechanism,” IEEE Transactions on Industrial Informatics, vol.15, no.7, pp. 3910-3922, 2019.

Hierarchical control of DG i

where 𝑃𝑖
𝐿 is  the load demand at bus i, and 

𝑃𝑙𝑜𝑠𝑠 =𝛼 σ𝑖=1
𝑁 𝑃𝑖

𝐿 is the total active power loss 

with 𝛼 being the loss rate. The reference power 

injection is set by 

The balance between the total generation active 

power, load demand and power losses can be 

described by 

Active power reference

σ𝑖=1
𝑁 𝑃𝑖 = σ𝑖=1

𝑁 𝑃𝑖
𝐿 + 𝑃𝑙𝑜𝑠𝑠

𝑃𝑖
𝑟𝑒𝑓

= (1 + 𝛼)𝜆𝑑𝑃𝑖
𝑀 𝜆𝑑=

σ𝑖=1
𝑁 𝑃𝑖

𝐿

σ𝑖=1
𝑁 𝑃𝑖

𝑀

Maximum 

generation 

Desired 

utilization level

Proportional active power sharing 



Practical Example in Microgrids

L. Ding, Q.-L. Han, and X.-M. Zhang, “Distributed secondary control for active power sharing and frequency regulation in islanded microgrids using an
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Hierarchical control of DG i

Control objectives

𝜆𝑖

Control objectives: design distributed secondary 

controllers  to achieve:

𝜆𝑑=
σ𝑖=1
𝑁 𝑃𝑖

𝐿

σ𝑖=1
𝑁 𝑃𝑖

𝑀 Centralized

Distributed

✓ Frequency regulation 

lim
𝑡⟶∞

𝑤𝑖 − 𝑤𝑟𝑒𝑓 = 0

✓ Active power sharing

lim
𝑡⟶∞

𝜆𝑖 − 𝜆𝑑 = 0
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Distributed control of DG i with  
event-triggered communication

Event-triggered communication

𝑡𝑘+1
𝑖 ℎ = inf{𝑘ℎ|𝑓𝑖

𝑃 𝑘ℎ > 0||𝑓𝑖
𝑤 𝑘ℎ > 0}

Active power controller 

Frequency controller

𝑢𝑖
𝜆 = −𝑘1 𝑃𝑖

𝑀𝜆𝑖 𝑡 − 𝑃𝑖
𝐿

−𝑘2σ𝑗∈𝑁𝑖
𝑎𝑖𝑗 (𝜆𝑖 𝑡𝑘

𝑖 ℎ − 𝜆𝑗 𝑡𝑘(𝑡)
𝑗

ℎ )

+𝑘3σ𝑗∈𝑁𝑖
𝑎𝑖𝑗 (𝑧𝑖 𝑡𝑘

𝑖 ℎ − 𝑧𝑗 𝑡𝑘(𝑡)
𝑗

ℎ )

ሶ𝑧𝑖 = 𝑘4σ𝑗∈𝑁𝑖
𝑎𝑖𝑗 (𝑧𝑖 𝑡𝑘

𝑖 ℎ − 𝑧𝑗 𝑡𝑘(𝑡)
𝑗

ℎ )

𝑢𝑖
𝑤 = −𝑘5 ෍

𝑗∈𝑁𝑖

𝑎𝑖𝑗 (𝑤𝑖 𝑡𝑘
𝑖 ℎ − 𝑤𝑗 𝑡𝑘(𝑡)

𝑗
ℎ )

−𝑘5𝑏𝑖 𝑃𝑖
𝑀𝑤𝑖 𝑡 − 𝑤

𝑟𝑒𝑓
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A modified IEEE 34-bus test system Communication topology
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Impact of load changes: load 3 is doubled at 5s
Plug-and-Play ability: at t=10s, DG 6 is plugged 

into the MG and is removed at t=20s

Case studies
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Case studies

Comparison of control performance Comparison of communication performance
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Challenging Issues



Convergence

Fixed-time/prescribed time event-

triggered consensus is more

practical since it can ensure a fast

convergence rate while reducing

utilization of communication and

computation resources.

Challenges

Stochasticity

Optimization Resilience

The stochasticity may exist in many

different forms such as stochastic

process/measurement/communication

noise, stochastic communication

topologies

To reveal the relationship between

constrained objective functions

and utilization of resources in

distributed optimization problems

Devise resilient and secure event-

triggered control schemes to deal

with various failure/attacks in

system data transmission channels

Challenging Issues
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